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Chaos

Chaos is the anti-calculus revolution.






https://en.wikipedia.org/wiki/Godfrey_Kneller
https://en.wikipedia.org/wiki/Godfrey_Kneller

Michel Baranger — Chaos, Complezity, and Entropy
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A triangle immersed in a saddle-shape
plane (a hyperbolic paraboloid), as well as

two diverging ultraparallel lines. Wikipedia

Figure 1: The first and last calculus lesson.


https://en.wikipedia.org/wiki/Hyperbolic_paraboloid
https://en.wikipedia.org/wiki/Hyperbolic_geometry#Non-intersecting_.2F_parallel_lines

OM & QFT, both
based on Calculus!

Albert Einstein in 1921 - Wikipedia H|’(l£)|:t}} — Eh, |’¢’{t):l



® Fractals are chaos in space!
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Koch snowflake- Wikipedia



® Fractals are chaos in space!

Sierpinski triangle - Wikipedia



Fractals are chaos
in space!

e But not always
self-similar

Initial image of a Mandelbrot set zoom sequence with a
continuously colored environment - Wikipedia
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e The signature of

time-chaos is something
called:

“sensitivity to initial
conditions’.






https://docs.google.com/file/d/0B97v4jY4xPbKbm5SbUpsWDFUanRLN20xb3hCOEVCNzNsaG1v/preview

Sensitivity to initial
conditions is the death of
reductionism!
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e Every chaotic dynamical system is a
fractal-manufacturing machine.

Conversely, every fractal can be
seen as the possible result of the
prolonged action of time-chaos.




Non-linearity:
#stretching and #folding

Cantor set

(the mathematical
equivalent of a
croissant).




Complexity!
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Where Does Complexity Come From?

http.//www.aparat.com/v/84ncH



http://www.youtube.com/watch?v=J1XTkT6KYTI
http://www.aparat.com/v/84ncH

Entropy

Did anyone say Hail Boltzmann?!



Boltzmann's grave in the
Zentralfriedhof, Vienna,
with bust and entropy
formula. - Wikipedia



https://en.wikipedia.org/wiki/Zentralfriedhof

Unsolved problem in physics:

What links the quantum arrow of
time to the thermodynamic arrow?

(more unsolved problems in physics)



Chaos © Thermodynamics

Nicolai Krylov

e dissipative chaos: engineer’s chaos:
o “strange attractors
e conservative chaos: the physicist's chaos
o Hamiltonian mechanics, with its special
symplectic geometry and its many
Interesting conservation law



Volume V

uniform distribution

probability =0
in white area

phase space



Liouville's

momentum p

Theorem

position =
Evolution of an ensemble of classical systems
in phase space (top). Each system consists of
one massive particle in a one-dimensional
potential well (red curve, lower figure).
Whereas the motion of an individual member
of the ensemble is given by Hamilton's
equations, Liouville's equations describe the
flow of the whole distribution. The motion is
analogous to a dye in an incompressible fluid.

energy

position =

“igure 4: The time evolution of a simple region
of phase space turns it into a fractal.


https://en.wikipedia.org/wiki/Hamiltonian_mechanics
https://en.wikipedia.org/wiki/Phase_space
https://en.wikipedia.org/wiki/Potential_well
https://en.wikipedia.org/wiki/Hamilton%27s_equation
https://en.wikipedia.org/wiki/Hamilton%27s_equation

Yec, you are the one who
increaced the en fropy./ It is
not phycics, it is not chao,
it is not (iovville: you drew
the cmooth volume to make
your (ife easier, you are the

one. [t was chaos who
manutactured the fractal
but you chose to smooth it

out.

coarse-graining

“NOW IN INFORMATION THEORY, WE WOULDN T SAY
ENTROPY IS A PROPERTY OF A SYSTEM, BUT A PROPERTY OF AN
OBSERVER WHO DESCRIBES A SYSTEM.”



coarse-graining

Before every time at which you want to
calculate the entropy, you should smooth
out the details of the distribution for all
scales finer that some fixed size, which
should be the size beyond which you are
incapable of keeping track of these
details. Every such smoothing is a loss of
knowledge and increases the effective
volume of the distribution,hence the
entropy.
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ENTROPY, WHICH MEASURES OUR LACK OF KNOWLEDGE, S A PURELY SUBJECTIVE QUANTITY. 1T

HAS NOTHING TO DO WITH THE FUNDAMENTAL LAWS OF PARTICLES AND ThE
INTERACTTONS. LT HAS TO DO WLTH THE FACT THAT CHAOS MESSES UP THINGS; T

SITUATIONS THAT WERE INTTIALLY STMPLE AND EASY TO KNOW IN DETALL, WILL B

EVENTUALLY 5O COMPLICATED, THANKS T0 CHAQS, THAT WE ARE FORCED TO GIVE U
10 KNOW THEM .
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Resources



Chaos, Complexity, and Entropy
A physics talk for non-physicists

Michel Baranger

Center for Theoretical Physics, Laboratory for Nuclear Science and Department of Physics
Massachusetts Institute of Technology, Cambridge, MA 02139, USA
and
New England Complex Systems Institute, Cambridge, MA 02138, USA
MIT-CTP-3112



Fractals:
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TEXTBOOKS

For the technically inclined, here are a few good books.

Steven H. Strogatz, Nonlinear Dynamics and Chaos (Addison-Wesley, Reading, 1994).
Undergraduate level. Mostly about dissipative chaos. Quite entertaining.

L.E. Reichl, The Transition to Chaos, (Springer, New York, 1992).

Graduate level. Mostly about conservative chaos. Very complete. Includes quantum chaos.

Yaneer Bar-Yam, Dynamics of Complex Systems (Addison-Wesley, Reading, 1997).
Invaluable. Very wide range of topics.

Roger Balian, From Microphysics to Macrophysics, 2 volumes (Springer, Berlin, 1991-2).
A thorough introduction to statistical mechanics.
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